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Figure 1: Conceptual overview of our collaborative MR system, in which an AR and a VR user can collaborate remotely. The
CVE contains a static 3D model of Space B. Users are represented with avatars. Line illustrations by Suhyun Park (artist).

ABSTRACT
A common issue for collaborative mixed reality is the asymmetry
of interaction with the shared virtual environment. For example, an
augmented reality (AR) user might use one type of head-mounted
display (HMD) in a physical environment, while a virtual reality
(VR) user might wear a different type of HMD and see a virtual
model of that physical environment. To explore the effects of such
asymmetric interfaces on collaboration we present a study that
investigates the behaviour of dyads performing a word puzzle task
where one uses AR and the other VR.We examined the collaborative
process through questionnaires and behavioural measures based
on positional and audio data. We identified relationships between
presence and co-presence, accord and co-presence, leadership and
talkativeness, head rotation velocity and leadership, and head rota-
tion velocity and talkativeness. We did not find that AR or VR biased
subjective responses, though there were interesting behavioural
differences: AR users spoke more words, AR users had a higher
median head rotation velocity, and VR users travelled further.

CCS CONCEPTS
• Human-centered computing → Mixed / augmented reality;
Virtual reality; Collaborative interaction.
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1 INTRODUCTION
An increasing amount of synchronous collaborative work takes
place through video teleconferencing systems. However, most of
these systems have severe difficulties in reproducing communica-
tive interactions such as eye gaze and spatial references, which oc-
cur naturally in face-to-face settings [13]. The paradigm of mixed-
reality (MR) technology, including virtual reality (VR) and aug-
mented reality (AR), provides solutions to build systems that resolve
these limitations due to its natural interface and the potential to be
integrated with the real world. The potential of MR has prompted
extensive research on using MR to replicate and augment various
elements of face-to-face collaboration [7, 40].

Over the years, the field of collaborative MR has come a long way,
with technological advancements and industry interest enabling the
creation of impressive complex systems such as HoloPortation [30]
and commercial products such as Horizon Workrooms [25]. How-
ever, little is known about how different types of MR devices can be
used collaboratively. Collaborative MR with asymmetric interfaces
– where users use different types of devices to collaborate (e.g., AR
and VR) – poses novel challenges to creating CVEs where remote
and local users can effortlessly work together. Examples of design
challenges include enabling users to make spatial references and to
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have a sense of awareness of other user’s interaction with the CVE
(i.e., workspace awareness [10]), which are commonly associated
with increased task performance [10, 33, 34]. Moreover, it is unclear
how asymmetry affects user experience and collaborative processes
[3, 52]. Alleviating these barriers is of paramount importance not
only for productivity and ease of use, but also to ensure every user
can collaborate effectively regardless of the devices they are able to
access. Furthermore, understanding the complexity of interaction
between asymmetric interfaces could improve or enable collabo-
rative scenarios that are inherently asymmetric, such as remote
assistance [36, 45, 54] or training scenarios [39, 51]. For a broader
overview of relevant applications, we refer to [7, 40].

Despite growing efforts, the mechanisms that underpin effective
collaboration in asymmetric scenarios are not fully understood.
Specifically, it is unclear to what extent interface asymmetry in-
fluences the collaborative process in collaborative MR. To address
this, we present an exploratory study centred around the question:

Research Question 1. Does asymmetry of interfaces bias inter-
action in the collaboration between an AR and a VR user?

We investigated leadership emergence as one potential bias in-
troduced by asymmetric interfaces. By studying leadership and
other user behaviour, previous works identified proof indicating
that leadership is conferred by immersion [1, 31, 43, 47], suggesting
the existence of a bias introduced by interface asymmetry.

While arguments exist for either AR or VR being themore immer-
sive interface, we base our first hypothesis on a study on AR-to-VR
collaboration by Pan et al. [31], who found that AR users tend
to emerge as the leader in dyadic collaboration. Furthermore, the
aforementioned works considered talkativeness as an indicator of
leadership, on which we base our second hypothesis.

Hypothesis 1. AR users obtain a higher participant-rated leader-
ship score than VR users.

Hypothesis 2. AR users obtain a higher participant-rated talkative-
ness score and speak more words than VR users.

Furthermore, as VR users of our system have an easier way of
navigating around the CVE using a joystick in addition to physical
movement, we additionally hypothesise the following:

Hypothesis 3. VR users travel further than AR users.

To test our hypotheses, we conducted an exploratory experiment
where dyads (i.e., pairs) of users used a VR HMD and an AR HMD
to collaboratively perform a task. We employed an existing word
puzzle task [43, 47], as it requires joint orientation, exploration, and
problem-solving, which are aspects that are relevant to real-world
applications such as inspection and training. We performed our
analysis based on questionnaire responses and a set of behavioural
measures that draw upon data that was recorded throughout the
experimental trials. The results reveal no support for Hypothesis 1,
but did partially support Hypothesis 2 and fully support Hypothesis
3. Furthermore, through post hoc analysis of the data, we identified
positive relationships between presence and co-presence, accord
and co-presence, leadership and talkativeness, head rotation veloc-
ity and leadership, and head rotation velocity and talkativeness.
As such, our study provides further insight into how asymmetric
interfaces in collaborative MR systems affect user behaviour.

2 RELATEDWORK
In recent years, interest in asymmetric collaborative MR has been
growing, as highlighted in several reviews on collaborative MR
[7, 40]. In this section, we give a brief overview of related research
on remote asymmetric collaborative MR.

Several early works have looked into the issue of effective and
enjoyable collaboration between MR and less immersive devices [1,
3, 16, 43, 47]. In the first of a series of studies on the evaluation of the
behaviour of small groups in this type of asymmetric scenario, Slater
et al. [43] ran a study in which two desktop users and one VR HMD
user performed a collaborative task. In this task, participants were
assembled in a CVE and were asked to solve a collection of word
puzzles. They found that the HMD user tended to emerge as the
leader, indicating that immersion confers leadership. Furthermore,
they found that presence and co-presence had a positive relation and
that group accord increased with presence and task performance.
In a subsequent study, Steed et al. [47] found further evidence to
support these claims. Our experiment is based on the task used in
this series of experiments [43, 47].

Axelsson et al. [1] performed a similar type of study in which
a single desktop user collaborated with a single user of a CAVE-
like VR system. The employed task required the manipulation of
objects. The results of the study showed that immersed partici-
pants contributed to the task significantly more compared to less
immersed users. However, there was no significant difference in
verbal contribution among dyads.

More recently, attention has shifted towards collaboration be-
tween several types of MR interfaces, such as VR and AR. Pan
et al. [31] studied collaboration with different combinations of MR
devices: AR-to-AR, AR-to-VR, and AR-to-Desktop, where users
collaborated on the design of a planet. In line with the aforemen-
tioned study, the authors found that immersion confers leadership.
Interestingly, they identified that this effect occurs for 3D inter-
actions (e.g., creation, deletion) but not for 2D interactions (e.g.,
modification of 2D surface properties).

Piumsomboon et al. [32] evaluated the effects of different view
awareness cues for collaboration between a VR user and an AR user,
such as eye gaze, head gaze, and field-of-view (FoV) frustum. The
evaluated system was based on CoVAR [35] which, like our system,
used a 3D reconstruction of the AR user’s physical environment.
In a user study, it was found that the proposed awareness cues
improved task performance and usability. However, the system did
not implement spatialized audio, which could have influenced the
results. Furthermore, the authors observed that VR users performed
better than AR users and took a more proactive role throughout the
task, indicating a potential leadership effect. However, no formal
evaluation of leadership was carried out.

Another large body of work investigated the representation of
physical environments of local users through 360◦ video [20, 28, 33,
34, 49], which is an effective solution when a real-time view of an
environment is needed but permits limited depth perception and
control over the viewpoint of remote users. Teo et al. [50] combined
360◦ video and 3D models and found that users prefer to be able to
switch between both for a collaborative search task.

Other works looked into asymmetry of interfaces in combination
with robotic MR telepresence [14, 48]. For example, VROOM [14],
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a system that enabled remote VR users to be locally represented
by a telepresence robot equipped with a 360◦ camera, which was
overlaid with an avatar of the remote VR user for local AR users.
In the design of the system, five common issues of asymmetry
were considered: embodiment, expressiveness, mobility, awareness,
and presence. A user study revealed important insights into the
challenges of asymmetric telepresence systems, including avatar
representations and uncertainties regarding others’ capabilities
and viewing direction. Some works specifically looked into some
of these issues, such as methods for gaze and gesture cues [19–
22, 32, 33, 55], and avatar representation [56].

Overall, these works highlight the breadth of the issues caused
by asymmetry, with many questions remaining unanswered. This
exploratory study aims to further our understanding of how users
collaborate with asymmetric MR interfaces.

3 SYSTEM DESIGN
Our system was built on Ubiq [8], which is an open-source social
VR framework for research. As Ubiq is currently only available for
Unity, our system was implemented in Unity (version 2020.6.26f1).

Our system enables asymmetric collaboration between an AR
user and a VR user. Both users were embodied as a random avatar
from the Ubiq avatar module. These avatars are cartoon-like, have
simple shapes, and only have a head, upper torso, and floating
hands. The floating hands have a mitten-like shape and include
an animation that closes the hand. Avatar appearance was device-
specific and remained unchanged throughout each trial. Avatar
movement was networked using the networking module of Ubiq,
which went through a local network that both devices were con-
nected to through Wi-Fi. Both users were connected through a
spatialized audio connection (stereo with attenuation) established
through voice over IP (VoIP) using Ubiq.

Apparatus. For the AR user, we used a Microsoft HoloLens 2
(HL2). Hand tracking was implemented to allow AR users to control
their avatar’s hands with their own hands. Mixed Reality Toolkit
[26] (MRTK) was used for hand tracking and configuration of the
system. For the VR user, we used a Meta Quest 2 (MQ2). Avatar
hands were controlled with the MQ2 controllers. Interactions were
controlled by Ubiq’s interactions module. Both users had control
over the hand-closing animation.

Room Model. Dyads collaborated in a CVE containing a static
3D model of the physical space of the AR user. This 3D model was
created with a fifth-generation 12.9-inch iPad Pro running iOS 15
equipped with a LiDAR, using an application called 3D Scanner App
[17]. Post-processing of the model was done in Blender [6].

Coordinate Space. Both users had an egocentric point of view.
They were scaled to their normal height and could move indepen-
dently about the CVE. They were thus free to choose how to stand
relative to their companion.

To establish a shared coordinate system between the AR user and
VR user, the CVE was aligned with the physical room of the AR user.
We used a manual alignment procedure based on two known points
𝑄1 and 𝑄2, located on two corners of a large table, as described by
McGill et al. [24]. Upon the first launch of the system on the HL2,
an initial calibration was needed. This was done by dragging two

Figure 2: Screenshots of an AR (left) and VR (right) user’s
perspective. Note: these images are not temporally aligned.

spheres to their known location on the corners of the large table
in the room. Space pins from the world-locking tools module from
MRTK were set once the initial setup was completed to lock the
virtual coordinate space to the real world. The calibration persisted
across sessions.

Experimental Space. Dyads carried out the task in two separate
spaces on the same floor of a university building. The VR user and
the AR user were located in Space A and Space B, respectively, as
shown in Figure 1. For the AR user, virtual posters were placed along
the walls. These posters were placed in corresponding locations
in the 3D model for the VR user. The 3D model of the room was
only visible to the VR user. Perspectives of an AR and VR user are
shown in Figure 2.

Recordings. The record and replay module from Ubiq-Exp [46]
was integrated with the system. This module recorded all network
messages in addition to microphone audio, which allowed us to
perform post hoc analysis of the trials including the extraction of
additional metrics even after trials were completed.

Interactions. Users could freely move through the space but could
not interact with any virtual objects. Both users could use their
avatar’s hands for simple gestures. The AR user could move through
the physical room by walking around physically, whereas the VR
user could move around with the joystick on their left controller or
could walk around within the boundaries of their physical space.
The VR user could not collide with any objects in the virtual room.

4 METHOD
4.1 Design
Our study followed a within-subjects design, where the order of the
conditions was counterbalanced using a Latin square. We assessed
the effect of one independent variable, which is the HMD type used
during the task: a VR HMD (MQ2) or an AR HMD (HL2). As such,
each participant within a dyad performed the task using each HMD
by switching after the first trial period.

4.2 Participants
We recruited fifteen dyads, resulting in 30 participants in total.
Participants were recruited through mailing lists and posters spread
across a university campus. Participants were in the range of 18-24
years old (𝑁 = 21) or 25-34 years old (𝑁 = 9), with 15 women
and 15 men. Eleven of the fifteen dyads knew each other prior to
the experiment. Most participants did not speak English natively
(𝑁 = 18). Furthermore, half of the participants played (online) video
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games weekly (𝑁 = 15), and some participants used VR (𝑁 = 7) or
social VR (𝑁 = 2) weekly.

4.3 Task
The task design of this experiment was analogous to the work of
Slater et al. [43] and Steed et al. [47], but with dyads instead of
groups of three. The word puzzle task involved identifying and
ordering same-numbered words across virtual posters hung around
a (virtual) room. Each poster contained a list of five to six words,
preceded by a number that indicated which of the eleven riddles it
belonged to. Participants were asked to solve the riddles by find-
ing all same-numbered words and putting them in the right order.
Participants could check their solution at any time by saying it out
loud, after which the experimenter told themwhether it was correct.
The model and posters used are available at https://osf.io/fwru9/.

4.4 Procedure
The study was led by two experimenters: the main experimenter
and an assistant experimenter. Before the experiment, participants
were asked to read through an information sheet and fill out a pre-
study questionnaire. Each participant was assigned to one of two
conditions at random for the first trial period. Participants switched
conditions for the second trial period. Each period took 15 minutes.

Before the first trial period, each participant was led to their
assigned space and was instructed on how to use their HMD by
an experimenter. Once both participants were instructed, the main
experimenter took place in front of a PC in a separate space, running
a desktop client of the system. Represented as a random avatar, the
main experimenter then proceeded to verbally explain the task to
the participants. Once the task was clear to the participants, the
experimenter’s avatar disappeared and the trial started.

Once the first trial period ended, both participants were assisted
in taking off their HMDs and were led to desks where they filled out
a post-study questionnaire with a PC. Once finished, they received
new instructions and performed the task under the other condition.
After the second trial, participants filled out the same questionnaire.

After each trial, an unstructured interview was conducted to
learn more about the participants’ experiences and preferences. The
participants received a £10 voucher as compensation.

4.5 Measures
4.5.1 Pre-trialQuestionnaire. The pre-trial questionnaire consisted
of two sections. Firstly, a section on demographics including age,
gender, and experience with video games and MR. The second
section contained the Interaction Anxiousness Scale (IAS) ques-
tionnaire [18]. Following studies that we draw upon [43, 47], this
questionnaire was added to obtain a measure of social anxiety,
which is theorised to influence participants’ leadership capabilities.
We also asked participants to fill in the BFI-10 questionnaire [37],
which measures personality in terms of five dimensions that have
been shown to be associated with leadership capability [15, 41].
However, the results from the latter questionnaire were not con-
sidered in the present study, as our sample size was too small to
jointly analyse the five dimensions of the scale without the risk of
overfitting statistical models. A 5-point Likert scale was used for
both questionnaires.

4.5.2 Post-trial Questionnaire. After each trial period, participants
filled in a post-trial questionnaire. The statements of the post-
trial questionnaire are shown in this article’s supplementary mate-
rial (Table S1). These statements are based on previous work that
measured leadership emergence in asymmetric collaborative MR
[31, 43, 47]. We employed the following measures: talkativeness,
leadership, presence, co-presence, and accord (i.e., group harmony).
As most dyads had a prior relationship, we excluded two irrelevant
accord-related questions.

Given the absence of an established questionnaire for measuring
presence across the spectrum of MR, we used a modified version
of the presence-related questions from [43, 47]. Specifically, we
prepended "virtual" to the word "office" to differentiate between the
virtual and real space.

To measure leadership, each participant was asked to rate their
own and their partner’s degree of leadership in carrying out the
task on a scale from 1 to 100. Furthermore, on the same scale, each
participant rated their own and their partner’s talkativeness. Ratios
were calculated based on the given scores to obtain leadership
scores and talkativeness scores that both added up to 1. The final
participant-rated leadership and talkativeness scores that were used
in the analysis were based on the average of the participant’s self-
rated score and the score received from the other participant.

The degree of presence and co-presence were rated by partici-
pants on a 7-point Likert scale, where ’7’ represented a high degree
of the respective measure. The number of ’6’ and ’7’ responses were
counted to form presence and co-presence scores. Accord was also
rated on a 7-point Likert scale, where ’7’ represents a high degree
of accord. Accord scores were defined as the average of responses.

4.5.3 Behavioural Measures. Motion and audio data of the par-
ticipants were collected during the trial. For post hoc analysis,
behavioural measures were defined based on the recorded data:
number of words spoken, distance travelled, and median head rota-
tion velocity. These measures provide insight into user’s level of
activity, which could reveal the impact of the MR interface on user
behaviour. (1) Number of words spoken was calculated by transcrib-
ing the speech of each participant and counting the resulting words.
This measure gave us an objective method of measuring talkative-
ness, which previously has been associated with leadership [43, 47].
(2) Distance travelled was calculated based on the distance that each
participant’s avatar travelled within the CVE. This measure gave
us an objective method of measuring user activity. (3) Median head
rotation velocity was calculated based on avatar head movement
driven by HMD sensors. We attempted to mitigate sensor noise
by applying a moving average filter to the data (recorded at 30Hz).
Furthermore, the signal of the VR HMD contained dropped frames,
which we removed by linearly interpolating between neighbouring
values. An example of the filtered signals is shown in this arti-
cle’s supplementary material (Figure S1). For analysis, we took the
median of the filtered signals of the pitch, roll, and yaw axes.

The optimal sliding window size to recover the true signal is
unknown, and visual inspection of the signal provided limited in-
sight. Therefore, we performed our statistical analysis on different
window sizes, to attempt to account for a potential bias introduced
by the filter. Our main findings are based on the window size of 3
frames, which we selected based on visual inspection of plots and
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recordings. We report statistics on larger window sizes (5, 10, and
15 frames) in this article’s supplementary material (Table S2–S5).

5 RESULTS
In this section, we first report results that highlight the differences
across HMD types, including the results relevant to our hypotheses.
Next, we present results that highlight differences across the two
trial periods. Lastly, we report notable relations between measures.

As we used modified versions of existing questionnaires, we
assessed the reliability of the questionnaire with Cronbach’s alpha.
The results showed that the co-presence subscale had good reliabil-
ity (0.85 for eight items), whereas the presence (0.68 for six items)
and accord (0.69 for five items) subscales had acceptable reliability
for usage in exploratory research [11].

Some data was excluded from our analysis. Firstly, behavioural
measures based on recorded data are missing for trial 10 due to a
system error. Secondly, the responses to accord-related questions of
one of the participants from trial 6 have been excluded as they all
had the value of ’1’ and were the last questions of the questionnaire.

5.1 Differences Across HMD Types
Paired-samples two-tailed t-tests were used to assess whether there
were statistically significant differences between the mean of ques-
tionnaire responses and behavioural measures of users when using
an AR HMD or VR HMD.

Based on boxplots, outliers were detected that were more than
1.5 box lengths from the edge of the box. However, with exception
of the excluded outliers mentioned above, inspection of their values
did not reveal them to be extreme and they were kept in the analy-
sis. The assumption of normality was not violated for any of the
variables, as assessed by Shapiro-Wilk tests. The means, standard
deviations, and statistical test results for each variable are shown
in Table 1. Our key observations are as follows.

• We found no significant differences in the values of subjective
measure between AR and VR users, including leadership and
talkativeness scores.

• AR users spoke a significantly higher number of words com-
pared to VR users (𝑝 = .020).

• VR users travelled a significantly further distance than AR
users (𝑝 = .036).

• AR users had a significantly higher median head rotation
velocity than VR users in the yaw (𝑝 = .009), roll (𝑝 < .001),
and pitch axis (𝑝 < .001), indicating that AR users turned
their heads more often or with a higher velocity.

Results of differences between HMD types per trial period are
shown in this article’s supplementary material (Table S6). In this
table, we can observe that the difference in means of median head
rotation was only significant in the first trial period. Furthermore,
while the difference in the mean distance travelled was present in
both trial periods, it was only significant for the second trial period.

Notably, no significant difference was found between the lead-
ership scores of AR and VR users. Following Steed et al. [47], we
additionally performed a regression analysis to assess the relation-
ship between the participant IAS and leadership across HMD types.
Since our leadership scores are a ratio within the range of 0 and 1,
we performed a beta regression analysis (with R package betareg

[57]). A model was constructed for each trial period, immersion
level, and participant sex. The resulting model equations are shown
in Table 2, based on which it can be noted that the coefficients of
the IAS were only significant for females who used the AR HMD
first or the VR HMD second.

5.2 Differences Across Trial Periods
Paired-samples two-tailed t-tests were used to assess whether there
were statistically significant differences between the mean of ques-
tionnaire responses and behavioural measures between the first
and second trial periods.

Based on boxplots, outliers were detected that were more than
1.5 box lengths from the edge of the box. However, with exception
of the excluded outliers mentioned above, inspection of their val-
ues did not reveal them to be extreme and they were kept in the
analysis. The assumption of normality was not violated for any of
the variables, as assessed by Shapiro-Wilk tests.

The means, standard deviations, and statistical test results for
each variable are shown in Table 3. In this table, it can be observed
that solely the mean of the median head rotation in the yaw axis
was significantly higher in the second trial period compared to the
first trial period (𝑝 = .048). Results of the difference between trial
periods per HMD type are shown in this article’s supplementary
material (Table S7). Based on this table, it can be noted that the
difference in mean of the median head rotation (in all three axes)
for the second trial period was present solely for the VR condition.

5.3 Relations Between Measures
In this section, we report on notable relations between variables
that were identified in our statistical analysis. Where relevant, we
describe relations per HMD type and per trial period.

5.3.1 Presence and Co-presence. A Spearman’s rank-order corre-
lation test was run to assess the relationship between presence
and co-presence for each HMD type and trial period. Preliminary
analysis showed these relationships to be monotonic, as assessed by
visual inspection of scatter plots. Therewas a statistically significant
strong positive correlation for both the AR condition (𝑟𝑠 (28) = .471,
𝑝 = .009) and VR condition (𝑟𝑠 (28) = .685, 𝑝 < .001). Upon eval-
uating this relation among the trial periods, we found a statis-
tically significant strong positive correlation for the first period
(𝑟𝑠 (28) = .647, 𝑝 < .001) and a statistically significant moderate
positive correlation for the second period (𝑟𝑠 (28) = .555, 𝑝 = .001).

5.3.2 Accord and Co-presence. A Spearman’s rank-order correla-
tion test was run to assess the relationship between accord and
co-presence for each HMD type and trial period. Preliminary anal-
ysis showed these relationships to be monotonic as assessed by
visual inspection of scatter plots. There was a statistically signifi-
cant strong positive correlation for the AR condition (𝑟𝑠 (27) = .603,
𝑝 < .001) and VR condition (𝑟𝑠 (27) = .419, 𝑝 = .020). Furthermore,
there was a statistically significant strong positive correlation for
the first trial period (𝑟𝑠 (27) = .760, 𝑝 < .001) but not for the second
trial period (𝑟𝑠 (28) = .330, 𝑝 = .075).

5.3.3 Leadership and Talkativeness. A Spearman’s rank-order cor-
relation test was run to assess the relationship between participant-
rated leadership and participant-rated talkativeness for each HMD
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Table 1: Results of paired t-test for all variables between HMD conditions. Significance levels: *𝑝 < .05, **𝑝 < .01 ***𝑝 < .001.

HMD AR VR

Variable M SD M SD df t p Cohen’s d

Presence 2.47 1.85 2.37 1.81 29 0.2 0.843 0.06
Co-presence 3.13 2.74 3.73 2.24 29 -1 0.327 -0.24
Accord 5.84 0.89 5.91 0.91 29 -0.5 0.620 -0.08
Leadership 0.51 0.08 0.49 0.08 29 0.89 0.381 0.15
Talkativeness 0.5 0.08 0.5 0.08 29 0.06 0.954 0.01
Words spoken 854.63 280.36 782.93 286.03 25 2.49 0.020∗ 0.25
Distance travelled 144.09 53.69 178.92 88.69 27 -2.2 0.036∗ -0.47
Median yaw 0.23 0.05 0.2 0.06 27 2.83 0.009∗∗ 0.55
Median roll 0.07 0.02 0.05 0.02 27 4.77 < 0.001∗∗∗ 0.77
Median pitch 0.08 0.02 0.06 0.02 27 5.61 < 0.001∗∗∗ 0.81

Table 2: Regression of leadership score for both trial periods.
Significance indicated with *𝑝 < .05, **𝑝 < .01 ***𝑝 < .001.

Participant sex

Period HMD Female Male

1 AR 2.125 − 0.052∗ × 𝐼𝐴𝑆 0.191 − 0.004 × 𝐼𝐴𝑆

VR −0.390 + 0.014 × 𝐼𝐴𝑆 0.130 − 0.008 × 𝐼𝐴𝑆

2 AR 0.034 + 0.001 × 𝐼𝐴𝑆 0.121 − 0.005 × 𝐼𝐴𝑆

VR 1.934 − 0.051∗∗∗ × 𝐼𝐴𝑆 −0.031 + 0.003 × 𝐼𝐴𝑆

type and trial period. Preliminary analysis showed these relation-
ships to be monotonic as assessed by visual inspection of scatter
plots. There was a statistically significant strong positive correla-
tion for the AR condition (𝑟𝑠 (28) = .764, 𝑝 < .001) and VR condition
(𝑟𝑠 (28) = .764, 𝑝 < .001). We note that these correlations are equal,
as the leadership and talkativeness scores are ratios that are sym-
metric per dyad. Furthermore, there was a statistically significant
strong positive correlation for the first trial period (𝑟𝑠 (28) = .952,
𝑝 < .001) and second trial period (𝑟𝑠 (28) = .605, 𝑝 < .001).

In addition, a Spearman’s rank-order correlation test was run to
assess the relationship between participant-rated leadership and the
number of words spoken by each participant for eachHMD type and
trial period. Preliminary analysis showed these relationships to be
monotonic as assessed by visual inspection of scatter plots. There
was no statistically significant correlation for the VR condition
(𝑟𝑠 (28) = .199, 𝑝 = .320) or AR condition (𝑟𝑠 (28) = .374, 𝑝 =

.054). However, there was a statistically significant strong positive
correlation for the first trial period (𝑟𝑠 (28) = .490, 𝑝 = .011), but
not for the second trial period (𝑟𝑠 (28) = .200, 𝑝 = .308).

5.3.4 Head Rotation Velocity and Leadership. A Spearman’s corre-
lation test was run to assess the relationship between participant-
rated leadership and head rotation velocity for each HMD type
and trial period. Preliminary analysis showed these relationships
to be monotonic as assessed by visual inspection of scatter plots.
For the AR condition, there was a statistically significant strong
positive correlation between participant-rated leadership and me-
dian yaw (𝑟𝑠 (26) = .492, 𝑝 = .008) and median roll (𝑟𝑠 (26) = .466,

𝑝 = .012), but not for median pitch (𝑟𝑠 (26) = .305, 𝑝 = .114). For the
VR condition, there was a statistically significant strong positive
correlation between participant-rated leadership and median yaw
(𝑟𝑠 (26) = .458, 𝑝 = .014), but not for median roll (𝑟𝑠 (26) = .283,
𝑝 = .144), and median pitch (𝑟𝑠 (26) = .291, 𝑝 = .134). For the
first trial period, there was a statistically strong significant positive
correlation between participant-rated leadership and median yaw
(𝑟𝑠 (26) = .500, 𝑝 = .007), median roll (𝑟𝑠 (26) = .496, 𝑝 = .007), and
median pitch (𝑟𝑠 (26) = .410, 𝑝 = .030). For the second trial period,
there was a statistically significant strong positive correlation be-
tween participant-rated leadership and median yaw (𝑟𝑠 (26) = .495,
𝑝 = .007), but not for median roll (𝑟𝑠 (26) = .300, 𝑝 = .121) and
median pitch (𝑟𝑠 (26) = .128, 𝑝 = .517).

5.3.5 Head Rotation Velocity and Talkativeness. A Spearman’s cor-
relation test was run to assess the relationship between participant-
rated talkativeness and head rotation velocity for each HMD type
and trial period. Preliminary analysis showed these relationships
to be monotonic as assessed by visual inspection of scatter plots.
For the AR condition, there was a statistically significant moderate
positive correlation between participant-rated talkativeness and
median yaw (𝑟𝑠 (26) = .397, 𝑝 = .036), but not for median roll
(𝑟𝑠 (26) = .340, 𝑝 = .077) and median pitch (𝑟𝑠 (26) = .225, 𝑝 = .250).
For the VR condition, there was a statistically significant strong
positive correlation between participant-rated talkativeness and
median yaw (𝑟𝑠 (26) = .445, 𝑝 = .018), but not for median roll
(𝑟𝑠 (26) = .327, 𝑝 = .090) and median pitch (𝑟𝑠 (26) = .220, 𝑝 = .262).
For the first trial period, there was a statistically significant strong
positive correlation between participant-rated talkativeness and
median yaw (𝑟𝑠 (26) = .503, 𝑝 = .006), median roll (𝑟𝑠 (26) = .486,
𝑝 = .009), and median pitch (𝑟𝑠 (26) = .378, 𝑝 = .048). For the
second trial period, there was no statistically significant positive
correlation between participant-rated talkativeness and median
yaw (𝑟𝑠 (26) = .284, 𝑝 = .143), median roll (𝑟𝑠 (26) = .082, 𝑝 = .680),
and median pitch (𝑟𝑠 (26) = −.094, 𝑝 = .634).

In addition, a Spearman’s correlation test was run to assess the
relationship between the number of words spoken and head ro-
tation velocity for each HMD type and trial period. Preliminary
analysis showed these relationships to be monotonic as assessed by
visual inspection of scatter plots. For the AR condition, there was
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Table 3: Results of paired t-test for all variables between trial periods. Significance levels: *𝑝 < .05, **𝑝 < .01 ***𝑝 < .001.

Period 1 2

Variable M SD M SD df t p Cohen’s d

Presence 2.03 1.47 2.8 2.06 29 -1.59 0.122 -0.42
Co-presence 3.87 2.52 3 2.45 29 1.47 0.153 0.35
Accord 5.82 0.99 5.93 0.81 29 -0.78 0.442 -0.13
Leadership 0.5 0.09 0.5 0.07 29 0 1 0
Talkativeness 0.5 0.11 0.5 0.06 29 0 1 0
Words spoken 832.65 267.27 805.89 300.9 25 0.55 0.585 0.09
Distance travelled 168.61 87.3 154.41 60.44 27 0.84 0.410 0.19
Median yaw 0.2 0.06 0.22 0.05 27 -2.07 0.048∗ -0.42
Median roll 0.06 0.03 0.07 0.02 27 -1.27 0.213 -0.27
Median pitch 0.07 0.03 0.08 0.02 27 -1.65 0.110 -0.34

a statistically significant positive correlation between participant-
rated leadership and median yaw (𝑟𝑠 (26) = .487, 𝑝 = .011), median
roll (𝑟𝑠 (26) = .398, 𝑝 = .041), and median pitch (𝑟𝑠 (26) = .421,
𝑝 = .030). For the VR condition, there was no statistically sig-
nificant correlation between participant-rated leadership and me-
dian yaw (𝑟𝑠 (26) = .295, 𝑝 = .135), median roll (𝑟𝑠 (26) = .168,
𝑝 = .401), and median pitch (𝑟𝑠 (26) = .292, 𝑝 = .139). For the first
trial period, there was no statistically significant correlation be-
tween participant-rated leadership and median yaw (𝑟𝑠 (26) = .342,
𝑝 = .088), median roll (𝑟𝑠 (26) = .269, 𝑝 = .183), and median pitch
(𝑟𝑠 (26) = .320, 𝑝 = .111). For the second trial period, there was
a statistically significant positive correlation between participant-
rated leadership and median yaw (𝑟𝑠 (26) = .515, 𝑝 = .006) and
median pitch (𝑟𝑠 (26) = .391, 𝑝 = .041), but not for median roll
(𝑟𝑠 (26) = .295, 𝑝 = .128).

5.3.6 Number of Words Spoken and Participant-rated Talkative-
ness. A Spearman’s correlation test was run to assess the relation-
ship between participant-rated talkativeness and the number of
words spoken. Preliminary analysis showed these relationships
to be monotonic as assessed by visual inspection of scatter plots.
There was a statistically significant moderate positive correlation
for the AR condition (𝑟𝑠 (26) = .385, 𝑝 = .047), but not for the
VR condition (𝑟𝑠 (26) = .179, 𝑝 = .372). There was a statistically
significant strong positive correlation between participant-rated
talkativeness and number of words spoken for the first trial pe-
riod (𝑟𝑠 (26) = .439, 𝑝 = .025), but not for the second trial period
(𝑟𝑠 (26) = .259, 𝑝 = .183).

5.3.7 Accord and Task Performance. A Spearman’s correlation test
was run to assess the relationship between dyad-level accord and
task performance (number of solved riddles). Preliminary analysis
showed the relationship to be monotonic for both trial periods,
as assessed by visual inspection of scatter plots. There was no
statistically significant correlation between dyad-level accord and
task performance for the first trial period (𝑟𝑠 (26) = −.364, 𝑝 = .057)
or the second trial period (𝑟𝑠 (28) = 0.236, 𝑝 = .209).

6 DISCUSSION
6.1 Insights from the Statistical Analysis
6.1.1 Leadership and Talkativeness. We did not find sufficient evi-
dence to support Hypothesis 1, as the results in Section 5.1 did not
show a significant difference between participant-rated leadership
scores of AR and VR users. This may imply that the difference in
immersion level between these types of devices is not large enough
to make a significant impact on leadership emergence. Specifically,
both users wore an HMD and had roughly the same capabilities.

However, it is conceivable that this is a consequence of different
factors. Firstly, whereas previous works [43, 47] studying leadership
emergence in asymmetric collaboration studied the behaviour of
groups of three users, we studied collaboration between two users.
Dyadic collaboration possibly needs less coordination due to the
smaller size of the group and direct interdependence among col-
laborators. Therefore, future work may assess the impact of group
size on leadership emergence in collaborative MR. Secondly, the
social distance between dyads may have played a role [29]. Lastly,
while the IAS of participants could have played a role, the presented
regression equations in Table 2 provide little insight due to their
mixed and largely statistically insignificant results.

On the other hand, we found partial support for Hypothesis 2.
Similar to participant-rated leadership, the results do not show a sig-
nificant difference between participant-rated talkativeness scores
of AR and VR users. However, the mean number of words spoken
did turn out significantly higher for AR users when compared to
VR users. With this, we identified objective evidence to support
Hypothesis 2, but lack support from the subjective measure. The
disagreement between these measures is highlighted by the fact
that they were only significantly positively related for the first trial
period, as shown in Section 5.3.3. This discrepancy raises ques-
tions regarding the optimal choice of measures and highlights the
importance of combining subjective measures with objective ones.

6.1.2 Presence, Co-presence, and Accord. As mentioned in Section
4.5.2, it is unclear whether the employed questionnaire provides
meaningful insight into the sense of presence and co-presence of
AR users. Therefore, the presented results pertaining to these fac-
tors should be interpreted with caution. Nevertheless, based on
our statistical results presented in Table 1, we found no significant
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difference in presence scores between the AR and VR HMD. Simi-
larly, we did not find a statistically significant difference between
co-presence scores between AR and VR.

Presence and co-presence are conceptually independent. How-
ever, there is contradictory evidence as to whether co-presence
and presence are related [4]. The results of our statistical analysis
in Section 5.3.1 suggest a strong positive correlation between the
two, which aligns with previous studies with similar experimen-
tal designs to ours [1, 43, 47]. However, causal factors leading to
this relationship remain unclear. Nonetheless, keeping in mind the
aforementioned uncertainty of the reliability of the questionnaire,
increasing presence appears to potentially result in an increase in
co-presence or vice-versa.

We also found co-presence positively correlated with accord for
the first session, as reported in Section 5.3.2, which corresponds
with previous findings [43, 47]. While we do not have enough
information to establish the cause of this relationship, we theorise
that a stronger sense of being together may intensify the sense
of harmony with the other, or vice versa. However, we did not
identify this relationship for the second trial period, signifying that
the relationship may fade once users have acclimatised with the
workings of the system, their collaborator, or the task.

Throughout each trial period, participants collaborated with the
same person. Therefore, we expected accord to grow over time.
Table 1 reveals a negligible increase of accord in the second period
over the first period, which was not statistically significant. This
may be influenced by the fact that the majority of dyads knew each
other prior to the experiment.

As opposed to what was found in previous work [43, 47], we
did not find a positive relation between participant- or dyad-level
accord and task performance based on the results presented in
Section 5.3.7. This also may be related to prior social relationships
of the dyads, as enjoyment of collaboration is less likely to depend
on task performance, which possibly was the case to a higher degree
in previous studies where participants did not know each other yet.

Further research is needed to explore the importance of presence,
co-presence, and accord on task performance.

6.1.3 Head Rotation and Distance Travelled. The results presented
in Table 1 show that VR users travelled a significantly longer dis-
tance than AR users. This supports our hypothesis that VR users
move around the CVE more than AR users. We theorise that this is
a consequence of their unique capability to manoeuvre using the
VR controller’s joystick. Further, several participants mentioned
better readability of posters through the AR HMD compared to
the VR HMD, which may have prompted VR users to move around
more to position themselves at ample reading distance. The AR
user in the second period of trial 8 stated the following.
AR "I can see much better with this headset because last time I

couldn’t really read the posters unless I’m really close to it."
Moreover, in Table 1, it can be observed that AR users tend to

have a higher median head rotation velocity compared to VR users.
This aligns with the theory that, to compensate for moving around
less than VR users, AR users may rotate their heads more to look at
posters around the room. The most common rotation axis for this
type of movement is the yaw axis, which correspondingly has the
highest effect size, as noted in Table 1. Another explanation of this

effect is the narrow FoV of the AR HMD, forcing users to rotate
their head more often to observe objects and spatial references [12].

In the presented analysis in Section 5.3.4, we found that head
rotation velocity in the yaw axis is related to leadership score.
A possible cause for this is that leaders may be more likely to
actively look around the CVE to gather information to solve the
task. Similarly, head rotation velocity was found to be correlated
with talkativeness for the first trial period, which may mean that
users who look around more have more to talk about. However, this
relation was not identified in the second trial period, so is unlikely
to be generalisable.

6.2 Spatial Referencing
During the study, we observed that several dyads referred to el-
ements of the environment to coordinate their conversation and
collaboration. Similarly, some dyads started the task by establishing
whether they were seeing the same virtual posters in the same
location. In this process, dyads made use of elements around the
office, read out words shown on the posters, or counted the posters.
This highlights the importance of shared visual landmarks; which
has been investigated by Müller et al. [27]. An example of such an
interaction in the first period of trial 2 is shown below.

AR "I don’t know if the posters are in the same positions, but I
can see ‘except’."

VR "There’s like a door, right? There’s a door and a clock right
above it."

AR "Yes, yeah, same. So it’s the same."
On two occasions, dyads doubted whether the position or con-

tents of the posters was changing over time but carried on with the
task after a brief pause. In some cases, verbal spatial references re-
sulted in confusion, as participants regularly were unaware of what
the other participant was pointing at. In this case, it took dyads ex-
tra time to establish common ground. This indicates a shortcoming
of our system [2], which only supports pointing with the avatar’s
hand. Another obstacle to spatial referencing was the limited FoV
and brightness of the AR HMD. Future work may explore video
see-through HMDs, which would allow for an evaluation of the AR
and VR conditions using the same HMD. During the second period
of trial 2, a participant commented:

VR "You’re somuchmore visible tome this time around, whereas
last time I had to focus to find you."

Existing work addressed these problems by adding different
types of gestural or gaze cues, which have been shown to improve
task performance and usability [19–22, 32, 33, 55]. Adding these
types of cues to our system and study is a subject of future work.

6.3 Spatial Behaviour and Strategy
Motion data of the avatars of participants were recorded. Aside
from several objective measures such as the total distance travelled
and the median head rotation velocity, we visually evaluated the
recorded head position to discover patterns or notable movement
behaviour. In general, strategy did not appear to be influenced
by trial period or HMD type. Further, VR users stayed within the
bounds of the room and rarely moved through objects, although
there were none that obstructed them from carrying out the task.
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Figure 3: Plot of head positions of each HMD type for the
two periods of trial 14. Background is a top view of the CVE.

While objects were generally avoided, participants often collided
with each other. At times, this resulted in interruptions. Two partic-
ipants were particularly aware of their collaborator bumping into
them. This was exemplified by their tendency to tell their collabora-
tor that they were obstructing them or apologise when they noticed
they obstructed them, which aligns with findings of previous work
[43]. These comments could not be linked to a specific HMD type.

In four trials, a divide and conquer strategy was verbally agreed
upon by participants and was observable in plots of head position
data. An example is shown in Figure 3, where it can be seen that
participants primarily move about in specific parts of the room. In
general, strategies nor movement patterns appeared to be related
to trial period or HMD type.

6.4 Environmental Representation
For the VR user, the CVE contained a static 3D model of the AR
user’s physical space, as shown in Figure 1. Since participants used
both HMD types in a randomised order, participants got to observe
their collaborator’s perspective in the second trial period, which
resulted in notable reactions. For example, the majority of partic-
ipants who first performed the task in VR did not immediately
recognise they had entered the physical version of the CVE upon
entering Space B while getting set up for the second trial period.
In some cases, participants were unaware that their collaborator
was located in the (virtual) space during the first trial period. At
the start of the second period of trial 1, a participant shared their
feeling of uncanniness after switching to VR.

VR "It’s quite interesting doing it. When you are first in the
real room and then in this one, which is a reproduction of
that room. I feel like that changed my perspective."

VR “Cause now I’m sort of, you know, predisposed to the space
already, but it’s a slightly uncanny thing."

The issue of the effect of environmental representations in asym-
metric collaborative MR is an intriguing one that could be explored
in further research. In particular, the impact of model fidelity and
dynamic updating mechanisms would be interesting to study.

6.5 Limitations
There are a number of limitations to the presented results. Firstly,
our study did not include conditions for co-located or symmetric
setups, which could have enabled insightful comparisons [9]. Sec-
ondly, as mentioned in Section 4.5.2, the reliability of the used pres-
ence and co-presence scales are uncertain, considering they were
originally developed for VR, which is conceptually different from
AR. While a few questionnaires for measuring presence in MR have

been proposed [38, 53], measuring presence and co-presence in MR
remains an open problem [42]. Thirdly, participants had verbal con-
tact with the experimenter during the experiment, which could have
led to breaks in presence [44]. Future work may implement other
mechanisms to indicate solution correctness. Fourthly, switching
between conditions and spaces could have influenced the results of
the second trial period. For this reason, where relevant, we reported
and discussed results for both periods separately. Lastly, partici-
pants were represented by random cartoon-like avatars, which
could have impacted interaction [23]. Future research could explore
the implications of avatar properties, including gender and fidelity.

7 CONCLUSION
The impact of asymmetry in collaborative MR has not been widely
explored. The central aim of this work was to gain an understanding
of how asymmetric interfaces in collaborative MR systems bias the
behaviour of users. Towards this, we presented an exploratory study
to investigate asymmetric collaboration between users of an AR
and VR HMD. We performed our analysis based on questionnaire
responses and behavioural measures that drew upon data that was
recorded throughout the experimental trials. Following previous
work [1, 31, 43, 47], we assessed whether AR users were more likely
to arise as leaders compared to VR users. While we did not identify
support from subjective responses for this, we did find that AR
users objectively spoke more words than VR users, which has been
considered as an indicator of leadership in existing works [43, 47].

In addition, with the aim of generating hypotheses for future
work, we conducted a post hoc analysis. We found positive relation-
ships between presence and co-presence, accord and co-presence,
leadership and talkativeness, head rotation velocity and leadership,
and head rotation velocity and talkativeness. Overall, the addition
of objective measures proved revealing of user behaviour and sup-
ported the interpretation of subjective responses. In future research,
we plan to explore measures based on eye gaze and motion data.

Another important issue for further research is to understand
if differences in user behaviour among HMD types are essentially
caused by restrictions or complications, or could be considered posi-
tive aspects enabling more effective collaboration (e.g., the ability to
travel more quickly in VR). Moreover, we plan to investigate other
asymmetric factors such as role asymmetry [3] and awareness [14].
In addition, areas to explore are collaboration over longer periods
of time, with multiple task types, with various group sizes, and
across different places to assess how these systems could support
everyday collaborative work [5].

Altogether, our work provides additional insights over previous
work as well as noteworthy observations that could serve as a base
for future studies into asymmetric collaborative MR.
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